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A principios de 2019 una gran consultora internacional identificé al «ético de la IA» como
un cargo fundamental para que las empresas apliquen correctamente la inteligencia
artificial (IA). Sostiene que los éticos de la IA son necesarios para ayudar a las empresas a
explorar las cuestiones éticas y sociales que plantea el uso de la IA [1]. La opinion de que la
IA es positiva y, aun asi, potencialmente peligrosa para los individuos y la sociedad es muy
compartida por el sector, los circulos académicos, los gobiernos y las organizaciones de la
sociedad civil. En consecuencia, y con el fin de materializar las ventajas y al mismo tiempo
esquivar los obstaculos éticos y los efectos nefastos, se han puesto en marcha numerosas
iniciativas para) examinar las dimensiones ética, social, juridica y politica de la IA y b)
elaborar unas directrices y recomendaciones éticas para el disefio y la aplicacion de la IA
[2]

Sin embargo, a veces las cuestiones terminoldgicas dificultan el analisis profundo de los
problemas éticos de la IA. Las definiciones de inteligencia e inteligencia artificial a menudo
son imprecisas y las diferentes interpretaciones de estos términos destacan diferentes
inquietudes. Para evitar la confusion y el riesgo de que todo acabe siendo un didlogo de
sordos, cualquier debate constructivo sobre la ética de la IA exige que se explique la
definicion d’'IA que se utiliza y también que se especifique el tipo d'IA sobre el cual se
debate. Con respecto a la definicién, consultamos el Grupo Europeo de Etica de la Ciencia y
de las Nuevas Tecnologias de la Comision Europea, que define la IA como los «sistemas de
software (y posiblemente también de hardware) disefiados por seres humanos que, dado un

PAGINA 1/ 11


https://revistaidees.cat/__wp__/seccio/retos-eticos-es/
https://revistaidees.cat/__wp__/autors/pak-hang-wong/
https://revistaidees.cat/__wp__/autors/judith-simon/
https://revistaidees.cat/autors/araya-peralta/

D E E

objetivo complejo, actian en la dimension fisica o digital percibiendo su entorno mediante
la adquisicion de datos, interpretando los [datos... Jrecopilados, razonando sobre el
conocimiento o procesando la informacién derivada de estos datos y decidiendo cuéles son
las mejores medidas que hay que tomar para alcanzar un objetivo determinado. Los
sistemas d’IA pueden utilizar reglas simbdlicas o aprender un modelo numérico y también
pueden adaptar su conducta analizando el impacto de sus acciones anteriores sobre el
entorno» [3].

Para ofrecer orientacion y recomendaciones especificas, el andlisis ético de la IA también
tiene que especificar la tecnologia (por ejemplo, vehiculos auténomos, sistemas de
recomendacion, etc.), los métodos (por ejemplo, aprendizaje profundo, aprendizaje de
refuerzo, etc.) y los sectores de aplicacion (por ejemplo, atencion sanitaria, finanzas,
noticias, etc.). En este articulo nos centraremos en las cuestiones éticas relacionadas con la
IA auténoma, es decir, los agentes artificiales que pueden decidir y actuar
independientemente de la intervencion humana, e ilustraremos las cuestiones éticas de la
IA auténoma con un gran numero de ejemplos.

Fijémonos primero en el caso de los vehiculos auténomos (VA). La posibilidad de que haya
escenarios de accidentes con VA implicados, en el que inevitablemente pasajeros o
peatones resultarian heridos, ha obligado los investigadores y desarrolladores a reflexionar
sobre cuestiones relativas a la aceptabilidad ética de las decisiones tomadas por los VA,
como qué decisiones tienen que tomar los VA en estos casos, como se pueden justificar
estas decisiones, qué valores reflejan los VA y sus decisiones, etc. [4].

Los algoritmos de contratacidén acostumbran a funcionar aplicando
los criterios que han aprendido de un conjunto de datos de
entrenamiento. Lamentablemente, estos datos de entrenamiento
pueden ser sesgados y dar lugar a modelos potencialmente
discriminatorios.

Todavia mejor, fijémonos en el caso de los algoritmos de contratacién, que se han
introducido para automatizar el proceso de recomendacion, preseleccion y quizas incluso
seleccion de candidatos de un trabajo. Los algoritmos de contrataciéon acostumbran a
funcionar aplicando los criterios que han aprendido de un conjunto de datos de
entrenamiento. Lamentablemente, estos datos de entrenamiento pueden ser sesgados y dar
lugar a modelos potencialmente discriminatorios [5].

Con el fin de garantizar la proteccion contra la discriminacion, que no so6lo es un derecho
humano sino que estd incluida en las constituciones de muchos paises, nos tenemos que
asegurar de que estos algoritmos son, como minimo, no discriminatorios e idealmente
también equitativos. Sin embargo, la equidad tiene diferentes interpretaciones: las
personas discrepan sobre el significado de la equidad, pero ademas el concepto de equidad
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también puede depender del contexto. Todavia mas, se ha demostrado que no se pueden
obtener diferentes parametros de equidad de manera simultanea [6]. Eso plantea la
cuestion de como se tienen que concebir valores como la equidad en qué contexto y como
se pueden aplicar.

Por lo tanto, una de las cuestiones fundamentales de la ética de la IA se puede formular
como un problema de alineacion de valores: como podemos crear una IA auténoma alineada
con los valores arraigados en la sociedad [7]. Virginia Dignum ha distinguido tres
dimensiones de la ética de la IA: el «ética por disefo», el «ética en el disefio» y el «ética
para el diseno» [8], que sirven para identificar dos respuestas diferentes al problema de la
alineacion de valores. Estructuraremos el andlisis siguiente de acuerdo con las tres
dimensiones mencionadas y exploraremos méas detalladamente las dos vias diferentes para
responder al problema de la alineacion de valores.

Crear una IA ética: perspectivas y limitaciones

La ética por disefo es «la integracion técnica/algoritmica de la capacidad de razonamiento
como parte de la conducta de [la IA auténomal» [9]. Esta linea de investigacion también se
llama «ética de las maquinas» y aspira a crear agentes morales artificiales, que son agentes
artificiales con capacidad ética y pueden tomar decisiones éticas sin la intervencion
humana [10]. Asi pues, la ética de las maquinas responde al problema de la alineacion de
valores con la creacion de una IA auténoma que por si sola se alinea con los valores
humanos. Ilustramos esta perspectiva con los ejemplos de los VA y los algoritmos de
contratacion: los investigadores y desarrolladores se esfuerzan por crear VA que puedan
razonar sobre la decision moralmente correcta y actuar en consecuencia en escenarios en
que se provoque un dano inevitable. Asimismo, se supone que los algoritmos de
contratacion toman decisiones no discriminatorias sin la intervenciéon humana.

Wendell Wallach y Colin Allen definieron tres tipos de aproximaciones a la ética de las
maquinas en su libro seminal Moral machines [11]. Los tres tipos de aproximaciones son,
respectivamente (y) aproximaciones descendentes, (ii) aproximaciones ascendentes y (iii)
aproximaciones hibridas, que combinan las aproximaciones descendentes y ascendentes.
En su forma mas sencilla, la aproximaciéon descendente intenta formalizar y aplicar una
teoria ética concreta a la IA auténoma, mientras que la aproximacion ascendente pretende
crear una IA auténoma que pueda aprender del entorno o a partir de una serie de ejemplos
qué es moralmente correcto o no. En ultimo lugar, la aproximacién hibrida combina
técnicas y estrategias tanto de la aproximacion descendente como de la ascendiente [12].

Estas aproximaciones, sin embargo, estan sujetas a algunas limitaciones tedricas y técnicas.
Por ejemplo, las aproximaciones descendentes tienen que superar el reto de encontrar y
defender una teoria ética incontrovertible entre tradiciones filosoficas contradictorias. Si
no, la IA ética corre el riesgo de construirse sobre una base inadecuada o incluso falsa. Por
otra parte, las aproximaciones ascendentes deducen qué es ético a partir de aquello que es
popular o que se considera universalmente ético en el contexto o entre ejemplos. Con todo,
estas deducciones no garantizan que la IA auténoma adquiera reglas o principios éticos
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genuinos, porque ni la popularidad ni el hecho de que algo se considere ético ofrecen una
Jjustificacion ética adecuada [13]. Ademas, esta la dificultad técnica en crear una IA ética
que pueda discernir con eficacia la informacion éticamente relevante de la éticamente
irrelevante entre la gran cantidad de informaciéon disponible en un contexto determinado.
Esta capacidad seria necesaria tanto para la aplicacion correcta de los principios éticos en
las aproximaciones descendentes como para la adquisicion correcta de los principios éticos
en las aproximaciones ascendentes [14].

La IA auténoma en general y la IA ética en particular pueden
erosionar considerablemente la autonomia humana porque las
decisiones que toman por nosotros o sobre nosotros estaran fuera
de nuestro control.

Aparte de los retos tedricos y técnicos, la creacion de IA auténoma con capacidades éticas
ha recibido a algunas criticas éticas. En primer lugar, la IA auténoma en general y la IA
ética en particular pueden erosionar considerablemente la autonomia humana porque las
decisiones que toman por nosotros o sobre nosotros estaran fuera de nuestro control y, por
lo tanto, reducirédn nuestra independencia de las influencias externas [15]. En segundo
lugar, no queda claro quién o qué tiene que ser responsable de las decisiones erréneas que
la IA auténoma tome, lo cual suscita inquietud en relacion con sus efectos sobre nuestras
practicas de responsabilidad moral [16]. En altimo lugar, los investigadores han
argumentado que convertir la IA autdnoma en agentes morales o pacientes morales
complica innecesariamente nuestro mundo moral con la introduccién de elementos
extrafios que son ajenos a nuestra conciencia moral y, en consecuencia, con la imposicion
de una carga ética innecesaria sobre los seres humanos, ya que nos exige que prestemos
una atencidén moral excesiva a la IA auténoma [17].

La ética de las maquinas, la ética truncada

Nuestro andlisis de las dificultades tedricas, técnicas y éticas de la ética de las maquinas no
pretende ser exhaustiva ni conclusiva y, en realidad, estas dificultades se podrian superar
en la investigacién y el desarrollo futuros de la IA auténoma. No obstante, creemos que
estas dificultades se merecen que nos detengamos y reconsideremos las posibilidades de
crear una IA ética. De hecho, queremos proponer una critica mas fundamental de la ética
de las maquinas antes de explorar otra via para responder al problema de alineacién de
valores.

Recordemos que el objetivo de la ética de las maquinas es crear una IA auténoma que
pueda tomar decisiones éticas y actuar con ética sin la intervencion humana. Se centra en
infundir a la IA auténoma la capacidad de tomar decisiones éticas y hacer acciones éticas,
cosa que refleja una interpretacion peculiar de la «ética» que escogemos cuestionar. Mas
concretamente, si se centra solo en la capacidad de decidir y actuar con ética, la ética de
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las méaquinas se expone a una vision truncada de la ética que considera que las decisiones y
acciones éticas se pueden separar de sus contextos sociales y relacionales. La fildsofa y
novelista Iris Murdoch, por ejemplo, hace mucho tiempo argumentaba que la moralidad no
tiene nada que ver con «una serie de elecciones explicitas que se producen en una serie de
situaciones especificables» [18], sino con la «autorreflexion o actitudes complejas ante la
vida que se manifiestan y se elaboran continuamente en el discurso publico y privado, pero
no se pueden separar temporalmente en situaciones» [19]. Para Murdoch, aquello que es
ético estd inherentemente vinculado a un trasfondo de valores. Por eso, a la hora de
reflexionar sobre la ética, es fundamental mirar mds alld de la capacidad de decidir y actuar
con ética y los momentos de la decision y la accion éticas, y fijarse en el trasfondo de
valores y los relatos que hay detras de la decision y la accion. Se han esgrimido argumentos
parecidos para reafirmar la funcion de los contextos sociales y relacionales a la hora de
limitar las decisiones éticas y configurar las consecuencias morales y, por lo tanto, la
importancia de tenerlos en cuenta en nuestra reflexion ética [20].

En esta misma linea critica, el énfasis para infundir las capacidades éticas de la IA a la ética
de las maquinas se puede considerar una equivocacion si este énfasis eclipsa el hecho de
que las consecuencias éticas de la IA auténoma estan determinadas por varios factores
interconectados ajenos a su capacidad de razonamiento ético, y que hay un proceso
dilatado de negociacion social y politica sobre los criterios de correccidn e incorreccion que
sefialan las posibles decisiones y acciones éticas de la IA auténoma. El experimento de la
Maéquina Moral, llevado a cabo por investigadores del MIT Media Lab, es un buen ejemplo
[21]. En el experimento, los investigadores del MIT intentan externalizar las decisiones
éticas en diferentes escenarios de accidentes con VA implicados y los resultados tienen que
servir para orientar el diseno ético de los VA. Sin embargo, faltan el trasfondo social,
cultural y politico y las historias personales de accidentes reales que los escenarios de
accidentes del experimento no describen —y a menudo no pueden describir—
adecuadamente [22]. En este sentido, el experimento de la Maquina Moral también se basa
en una vision truncada de la ética, en que sdlo se tiene en cuenta la decision de que se tiene
que tomar en situaciones concretas y olvida el trasfondo de valores y los datos contextuales
cruciales para tomar decisiones éticas.

A la hora de reflexionar sobre la ética, es fundamental mirar mas
alld de la capacidad de decidir y actuar con ética y los momentos de
la decision y la accion éticas, y fijarse en el trasfondo de valores y
los relatos que hay detras de la decision y la acciéon

De hecho, los contextos sociales y relacionales son importantes para el analisis ético de la
IA auténoma antes y después de su aplicacion. Por ejemplo, se puede disefiar un algoritmo
de contratacion imparcial, que valore a los candidatos a un puesto de trabajo basandose
solo en las cualidades requeridas en una oferta. Aun asi, este algoritmo de contratacion
imparcial podria seguir siendo discriminatorio, y por lo tanto éticamente discutible, si las
cualidades especificas requeridas en una oferta estan ligadas involuntariamente a la raza,

PAGINA 5/ 11



D E E

el género y la clase social. En este caso, hay que ir con cuidado para no reproducir el sesgo
social preexistente en el algoritmo de contratacion. Ademas, incluso las tecnologias mejor
intencionadas pueden afectar muy negativamente los (no) usuarios, ya que el sesgo y el
perjuicio podrian surgir de la interaccién entre la tecnologia y los usuarios y la sociedad
[23]. Imaginad una aplicacién que los ciudadanos pueden utilizar para denunciar
incidentes, como infraestructuras deterioradas, en el ayuntamiento de la ciudad, que a su
vez utiliza un algoritmo para ordenar y clasificar los problemas locales segin estas
denuncias. Si damos por hecho que el acceso a los teléfonos inteligentes y, por lo tanto, a la
aplicacion tiene una distribucion desigual, eso puede significar una falta de denuncias en
las zonas con ciudadanos mas pobres. Si este sesgo de los datos de entrada no se tiene en
cuenta en la ordenacion y la clasificacion algoritmicas, las desigualdades entre las zonas
mas ricas y mas pobres de la ciudad podrian crecer todavia mas [24].

La leccion principal de estos dos ejemplos es que incluir unas cuantas normas y principios
éticos en la TA auténoma es insuficiente para resolver el problema de alineacion de valores,
porque los trasfondos y los contextos si que contribuyen a nuestra posicién global sobre la
cual es ético. Nos tenemos que acordar de que la IA auténoma siempre se sitiia en unos
contextos sociales y relacionales mas amplios y que, por eso, no nos podemos centrar sélo
en su capacidad en tomar decisiones y actuar con ética. Tenemos que tener en cuenta no
solo qué decisiones y acciones tiene que hacer la IA auténoma, sino también (y) por qué
nosotros (o, mejor dicho, la sociedad) creemos que estas decisiones y acciones son éticas,
(ii) como llegamos a estas conclusiones y (iii) si tenemos justificacion para pensar asi. Asi
pues, el experimento de la Maquina Moral es cuestionable porque supone
injustificablemente que la respuesta mas intuitiva o popular a los escenarios de accidentes
es la respuesta ética. En realidad, la reformulacion de las preguntas nos ofrece dos
ventajas. Primero, ahora podemos incluir facilmente otras partes y factores ademds de la 1A
autéonoma en nuestra reflexion ética. Segon, también explicita la posibilidad de (re)negociar
qué reglas o qué principios éticos se tienen que incluir en la IA auténoma (o incluso
cuestionar el uso de la IA autéonoma en un contexto concreto).

Una ética distribuida de la TA

Seamos claros: no neguemos la necesidad de examinar los valores incorporados a la
tecnologia ni la importancia de disefar y crear tecnologia con unos valores alineados con
los intereses humanos [25]. Tal como demuestran los ejemplos de este articulo, la IA
auténoma puede tener un papel en la toma de decisiones éticas y ocasionar unos efectos
éticamente relevantes. Por eso, hace falta examinar los valores que incorpora y utilizar los
valores sociales compartidos para orientar el disefio y el desarrollo. No obstante, queremos
cuestionar el deseo de delegar el razonamiento ético y la decision a las maquinas y, asi,
arrancar el razonamiento y la decisién de los contextos sociales y relacionales. Un buen
analisis de la ética de la IA tiene que ampliar su &mbito de reflexién e incluir otras partes y
factores que sean relevantes para la toma de decisiones éticas y hayan contribuido a los
efectos éticos de la TA auténoma. Para eso, es fundamental que la ética de la IA incluya
diferentes partes interesadas (como responsables politicos, directivos de empresas,
diseniadores, ingenieros, usuarios, no usuarios y el publico en general) en la reflexion ética
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sobre la IA auténoma. De hecho, sélo si lo hacemos asi podremos dar una respuesta
adecuada a las preguntas siguientes: (i) por qué creemos que las decisiones y los efectos de
la IA son éticos, (ii) como llegamos a estas conclusiones y (iii) si tenemos justificacién para
opinar asi.

En el disefio y la aplicacién de la IA deben de tenerse en cuenta las
desigualdades y las injusticias sociales existentes, considerarlas y,
en el mejor de los casos, intentar atenuarlas mediante las
decisiones de diseno

Esta ética ampliada de la IA la denominaremos la ética distribuida de la IA. El adjetivo
«distribuida» pretende reflejar el hecho de que hay multiples partes y factores que son
relevantes y han contribuido a los efectos éticos de la IA auténoma y que, por lo tanto, la
responsabilidad se «distribuye» entre las partes y los factores relevantes y coadyuvantes
[26]. Volvemos a los ejemplos de los VA y los algoritmos de contratacion: una mala
ordenacién urbana y unas carreteras deficientes tienen que ser preocupaciones legitimas
en la ética de los VA, de la misma manera que los sesgos sociales y culturales existentes
son consideraciones validas para los algoritmos de contratacion éticos. Por lo tanto, en el
disefio y la aplicacion de la IA deben de tenerse en cuenta las desigualdades y las injusticias
sociales existentes, considerarlas y, en el mejor de los casos, intentar atenuarlas mediante
las decisiones de diseno.

La ética distribuida de la IA necesita lo que Dignum denominé «ética en el disefio», es
decir, «los métodos legislativos y de ingenieria que ayudan a analizar y evaluar las
implicaciones éticas de los sistemas d’IA, ya que estos integran o sustituyen las estructuras
sociales tradicionales», asi como la «ética para el disefio», es decir, «los codigos de
conducta, las normas y los procesos de certificacion que garantizan la integridad de los
desarrolladores y los usuarios cuando investigan, disefian, construyen, utilizan y gestionan
sistemas de inteligencia artificial» [27]. Las cuestiones éticas de la IA auténoma no se
pueden resolver con una capacidad ética individual(ista) «mejor», sino sélo con el esfuerzo
colectivo. Para orientar este esfuerzo colectivo, las directrices éticas ofrecen recursos
practicos para suscitar una reflexion basada en valores y principios en relacion con la IA
auténoma y coordinar con eficacia el esfuerzo entre las diferentes partes relevantes y
coadyuvantes [28].

Conclusiones: sobre la IA fiable de la UE

En abril del 2019, el grupo de expertos de alto nivel publico las Directrices éticas para una
IA fiable, en la que se concreta la vision europea sobre la IA. De acuerdo con estas
directrices, Europa tiene que investigar y desarrollar una IA fiable, es decir, licita, ética'y
robusta.
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Hay dos puntos de las directrices que merecen una mencion especial en el tema de debate
que nos ocupa. En primer lugar, es interesante sefialar que la preocupacion por la fiabilidad
a las directrices concierne «no solo las propiedades inherentes a esta tecnologia, sino
también las cualidades de los sistemas sociotécnicos en que se aplica la IA. [...] Por lo tanto,
los esfuerzos dirigidos a garantizar la fiabilidad de la IA no conciernen solo la confianza en
que suscita el mismo sistema d’IA, sino que requieren un enfoque integral y sistémico que
abrace la fiabilidad de todos los agentes y procesos que forman parte del contexto
sociotécnico en que se enmarca el sistema a lo largo de todo su ciclo de vida» En este
sentido, la idea de una IA fiable coincide claramente con la ética distribuida de la IA que
hemos descrito antes. En segundo lugar, también es interesante sefialar que los cuatro
principios éticos identificados en las directrices son principios de nivel medio, es decir:

1. El principio de respeto a la autonomia humana.
2. El principio de prevencion de los dafos.

3. El principio de equidad.

4. El principio de explicabilidad.

La formulacion de principios éticos basados en principios de nivel medio es especialmente
esclarecedora, ya que los principios de nivel medio exigen una interpretaciéon humana y
organizar la aplicacion y no estan pensados para (y de hecho no pueden) aplicarse a la IA
auténoma. La necesidad de interpretacion y organizacion también apunta a los contextos
sociales y relacionales, donde se encuentran los recursos para la interpretacion y la
organizacion.

Aunque la idea europea de una IA fiable y las directrices tienen unos fundamentos sélidos
desde la perspectiva conceptual, plantean algunos problemas. Por ejemplo, el uso de
principios de nivel medio en las directrices da bastante espacio para la interpretacion, cosa
que los agentes malintencionados pueden aprovechar para seleccionar las interpretaciones
y sacudirse la responsabilidad. Este problema se agrava por el énfasis en el autorregulacion
que se hace en las directrices. Los politicos y las empresas pueden hacer falsas promesas
con medidas baratas y superficiales, como la propaganda y la creacién de consejos asesores
simbdlicos, sin abordar sustancialmente los efectos negativos de la IA. Por lo tanto, hay
problemas importantes relacionados con el marco regulador e institucional real con
respecto a la ética de la IA y la materializacion de esta idea europea. En concreto, estd la
necesidad de crear un marco claro para hacer una distribucion equitativa de los beneficios
y los riesgos de la IA y la necesidad de introducir leyes y normativas «duras» contra la
violacidn de los valores éticos basicos y los derechos humanos.

A pesar de estos problemas, la atencion de las directrices en los humanos y mds alla de la
tecnologia se tiene que considerar una posicién normativa adecuada para la ética de la IA 'y
la idea europea. Para acabar este articulo, queremos recordar que las cuestiones éticas
relativas a la IA autéonoma se distribuyen por naturaleza y que nosotros (o, mejor dicho, la
sociedad) tenemos que tener voz en su disefio y su aplicacion.
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